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Abstract—Learning Rate (LR) is an important hyper-parameter to tune for effective training of deep neural networks (DNNs). Even for the baseline of a constant learning rate, it is non-trivial to choose a good constant value for training a DNN. Dynamic learning rates involve multi-step tuning of LR values at various stages of the training process and offer high accuracy and fast convergence. However, they are much harder to tune. In this paper, we present a comprehensive study of 13 learning rate functions and their associated LR policies by examining their range parameters, step parameters, and value update parameters. We propose a set of metrics for evaluating and selecting LR policies, including the classification confidence, variance, cost, and robustness, and implement them in LR Bench, an LR benchmarking system. LR Bench can assist end-users and DNN developers to select good LR policies and avoid bad LR policies for training their DNNs. We tested LR Bench on Caffe, an open source deep learning framework, to showcase the tuning optimization of LR policies. Evaluated through extensive experiments, we attempt to demystify the tuning of LR policies by identifying good LR policies with effective LR value ranges and step sizes for LR update schedules.
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I. INTRODUCTION

Deep neural networks (DNNs) are widely employed to mine Big Data and gain deep insight on Big Data, ranging from image classification, voice recognition, text mining and Natural Language Processing (NLP). One of the most important performance optimization for DNNs is to train a deep learning model capable of achieving high test accuracy.

Training a deep neural network (DNN) is an iterative global optimization problem. During each iteration, a loss function is employed to measure the deviation of its prediction to the ground truth and update the model parameters $\theta$, aiming to minimize this loss function $L_\theta$. Gradient Descent (GD) is a popular class of non-linear optimization algorithms that iteratively learn to minimize such a loss function [1]–[5]. Example GD optimizers include Stochastic GD [6], Momentum [7], Nesterov [8], Adagrad [9], AdaDelta [10], Adam [11] and so forth. We consider SGD for updating the parameters $\theta$ of a DNN by Formula (1):

$$\theta_t = \theta_{t-1} - \eta_t \nabla L_\theta$$  \hspace{1cm} (1)

where $L_\theta$ is the loss function, $\nabla L_\theta$ represents the gradients, $t$ is the current iteration, and $\eta_t$ is the learning rate, which controls the extent of the update to the parameters $\theta$ at iteration $t$. Choosing a proper learning rate can be difficult. A too small learning rate may lead to slow convergence, while a too large learning rate can deter convergence and cause the loss function to fluctuate and get stuck in a local minimum or even to diverge [12]–[14]. Due to the difficulty of determining a good LR policy, the constant LR is a baseline default LR policy for training DNNs in several deep learning (DL) frameworks (e.g., Caffe, TensorFlow, Torch), numerous efforts have been engaged to enhance the constant LR by incorporating a multi-step dynamic learning rate schedule, which attempts to adjust the learning rate during different stages of DNN training by using a certain type of annealing techniques. However, good LR schedules need to adapt to the characteristics of different datasets and/or different neural network models [15]–[18]. Empirical approaches are used manually in practice to find good LR values and update schedules through trials and errors. Moreover, due to the lack of relevant systematic studies and analyses, the large search space for LR parameters often results in huge costs for this hand-tuning process, impairing the efficiency and performance of DNN training.

In this paper, we present a comprehensive study of 13 learning rate functions and their associated LR policies by examining their range parameters, step parameters, and value update parameters. We propose a set of metrics for evaluating, comparing and selecting good LR policies in terms of LR utility, robustness and cost, and avoiding bad LR policies. We develop a LR benchmarking system, called LR Bench, to support automated or semi-automated evaluation and selection of good LR policies for DNN developers and end-users.

To demystify LR tuning, we implement all 13 LR functions and the LR policy evaluation metrics in LR Bench, and provide analytical and experimental guidelines for identifying and selecting good policies for each LR function and illustrate why some LR policies are not recommended. We conduct comprehensive experiments using MNIST and CIFAR-10 and three popular neural networks: LeNet [1], a 3-layer CNN (CNN3) [19] and ResNet [20], to demonstrate the accuracy improvement by choosing good LR policies, avoiding bad ones, and the impact of datasets and DNN model specific characteristics on LR tuning.
II. CHARACTERIZATION OF LEARNING RATES

Learning rate (\(\eta\)) as a global hyperparameter determines the size of the steps which a GD optimizer takes along the direction of the slope of the surface derived from the loss function downhill until reaching a (local) minimum (valley). Small LRs will slow down the training progress, but are also more desirable when the loss keeps getting worse or oscillates wildly. Large LRs will accelerate the training progress rate and are beneficial when the loss is dropping fairly consistently in several consecutive iterations. However, a conservative approach of avoiding bad LR policies, it has the high cost of slow convergence and long training time, combined with little guarantee of high accuracy, numerous efforts have been engaged in developing LR functions to improve the convergence speed of DNN training by LR annealing. The STEP function defines the LR annealing schedule by a fixed step size, such as an update every \(l\) iterations (\(l > 1\)). It starts with a relatively large LR value, defined by \(k_0\), and decays the LR value over time, for example, by an exponential factor \(\gamma\) defined by the STEP function \(g(t)\). Instead of the fixed step size, the NSTEP function uses variable step sizes, say \(l_0, l_1, l_2, \ldots, l_n\). The LR value is initialized by \(k_0\) (when \(i = 0\)) and computed by \(\gamma^i\) (when \(i > 0\) and \(l_{i-1} \leq t \leq l_i\)) (recall Table I). Note that the variable step sizes are pre-defined annealing schedules for decaying the LR value over time. For other decaying LRs, \(g(t)\) is a decaying function, such as the exponential function, the inverse time function, and the polynomial function. All decaying LRs can be formulated simply as \(\eta(t) = k_0 g(t)\), by setting \(k_1 = 0\). (3) Cyclic Learning Rates (CLRs) vary the LR value within a pre-defined range cyclically during each predefined LR step, instead of setting it to a fixed value or using some form of decay schedule. [21] shows that CLR can train a DNN faster to reach a certain accuracy threshold. Three types of CLR methods are considered in our study: triangle-based, sin-based and cosine-based.

### Table I

<table>
<thead>
<tr>
<th>Learning Rates</th>
<th>abbr.</th>
<th>(k_0)</th>
<th>(k_1)</th>
<th>(g(t))</th>
<th>Schedule</th>
<th>#Param</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed</td>
<td>FIX</td>
<td>(k_0)</td>
<td>(k_0)</td>
<td>NA</td>
<td>fixed</td>
<td>1</td>
</tr>
<tr>
<td>Decaying LR</td>
<td>STEP</td>
<td>(k_0)</td>
<td>0</td>
<td>(\gamma^{floor(t/l)})</td>
<td>(t, t)</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>NSTEP</td>
<td>(k_0)</td>
<td>0</td>
<td>Given (n) steps: (l_0, l_1, l_2, \ldots, l_n), (\gamma^i); (i \in \mathbb{N}) s.t. (l_{i-1} \leq t &lt; l_i)</td>
<td>(t, l)</td>
<td>(n + 2)</td>
</tr>
<tr>
<td></td>
<td>EXP</td>
<td>(k_0)</td>
<td>0</td>
<td>(\gamma^t)</td>
<td>(t)</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>INV</td>
<td>(k_0)</td>
<td>0</td>
<td>(\frac{1}{1 + (t/l)^p})</td>
<td>(t)</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>POLY</td>
<td>(k_0)</td>
<td>0</td>
<td>((1 - \frac{t}{l})^p)</td>
<td>(l = max_{t, t})</td>
<td>4 (3)</td>
</tr>
<tr>
<td>CLR</td>
<td>TRI</td>
<td>(k_0)</td>
<td>(k_1)</td>
<td>(TRI(t) = \frac{\pi}{2} \arcsin\left(\sin\left(\frac{\pi}{2\pi}\right)\right))</td>
<td>(t, t)</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>TRI2</td>
<td>(k_0)</td>
<td>(k_1)</td>
<td>(\frac{1}{2}^{floor\left(\frac{t}{l}\right)}) (TRI(t))</td>
<td>(t, t)</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>TRIEXP</td>
<td>(k_0)</td>
<td>(k_1)</td>
<td>(\gamma^i) (TRI(t))</td>
<td>(t, t)</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>SIN</td>
<td>(k_0)</td>
<td>(k_1)</td>
<td>(SIN(t) = \left</td>
<td>\sin\left(\frac{\pi}{2}\right)\right</td>
<td>)</td>
</tr>
<tr>
<td></td>
<td>SIN2</td>
<td>(k_0)</td>
<td>(k_1)</td>
<td>(\frac{1}{2}^{floor\left(\frac{t}{l}\right)}) (SIN(t))</td>
<td>(t, t)</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>SINEXP</td>
<td>(k_0)</td>
<td>(k_1)</td>
<td>(\gamma^i) (SIN(t))</td>
<td>(t, t)</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>COS</td>
<td>(k_0)</td>
<td>(k_1)</td>
<td>(COS(t) = \frac{1}{2}(1 + \cos\left(\frac{\pi}{2}\right)))</td>
<td>(t, t)</td>
<td>3</td>
</tr>
</tbody>
</table>

where \(t\) represents the current iteration, \(k_0\), \(k_1\) represent the learning rate refinement value range for a given LR step. LR typically starts from \(k_0\), and its value is determined by \(g(t) \in [0, 1]\), an LR function that defines the specific rule for updating the LR values. We classify the 13 LR functions into three categories: fixed, decaying and cyclic.
proposed triangle-based CLRs with periodic schedule, cut-in-half cyclic decay schedule (TRI2) and exponential decay schedule (TRIEXP). [23] proposed a variant of triangle based CLRs using the cosine function. We also implement three sin-based CLR functions: sin, sin2 and sin_exp, corresponding to the TRI, TRI2 and TRIEXP. For each cyclic LR function, one needs to configure three important parameters in advance to produce a good LR policy. The first one is the cycle length \( l \), which is defined by the half of the cycle period to correspond to the step size \( l \) in decaying LRs. The second and third parameters are the LR boundary values \( (k_0, k_1) \) that bound the LR value update by the update schedule during each cycle.

Figure 1 visualizes the optimization process of three LR functions: FIX, NSTEP and TRIEXP. The total number of iterations is 200 and all three LRs start from the same initial point. The corresponding LR policies are FIX\((k_0 = 0.025)\) in black, NSTEP\((k_0 = 0.05, \gamma = 0.1, l = [150, 180])\) in red and TRIEXP\((k_0 = 0.05, k_1 = 0.3, \gamma = 0.94, l = 100)\) in yellow. We observe that at the beginning of optimization, TRIEXP achieved the fastest optimization progress as Figure 1(a) and 1(c) show. It shows that starting from a high LR value and decrease it as training progresses may help accelerate the training process. Also different LR policies will result in different optimization paths. Even though the three LRs exhibit little difference w.r.t. their optimization paths up to the 70th iteration, FIX reaches a very different local optimum at the 99th iteration instead of the global optimum (red). This observation shows that the accumulated impact of the LR updates could also lead to sub-optimal results. It might be that high LR values introduce high “kinetic energy” into the optimization and thus model parameters are bouncing around chaotically as shown by the TRIEXP update path (yellow) in Figure 1(b) and 1(c) where the model may not converge to an optimum.

### III. Evaluation Metrics for LR Policies

In order to compare different LR values and schedules for each LR function, we propose three sets of metrics to evaluate and compare different LR policies in terms of utility, cost and robustness when the LR policy is used for training DNN. We use the prediction accuracy and confidence of the trained model to measure the utility of a specific LR policy with respect to the effectiveness of DNN training. We measure accuracy using Top-1 accuracy and Top-5 accuracy. **Top-1 accuracy** considers the prediction a match only if the class with the highest prediction probability, i.e., \( F_\theta(X_i) \), is the same as the ground truth label. **Top-5 accuracy** relaxes this requirement such that the prediction is considered a match to the ground truth label as long as the ground truth label is among the predicted classes of the top 5 highest probabilities. Both are computed as the number of matched predictions divided by the number of samples evaluated. We define the classification confidence in terms of the probability of the correctly classified sample matching the ground truth label \( y_i \), denoted by \( P_\theta(X_i, y_i) \), the \( i \)th element of the predicted probabilities (i.e., the softmax layer output). We measure the classification confidence and its deviation in terms of average confidence, confidence derivation and confidence derivation across classes.

**Average Confidence (AC)** measures the average classification confidence of the correctly classified samples. It is defined as Formula (3) where \( \text{count}(\cdot) \) counts the number of samples satisfying the conditions within the parentheses.

\[
AC(P_\theta, \hat{X}) = \frac{1}{NS} \left( \sum_{i=1}^{n} P_\theta(X_i, y_i) \cdot \text{count}(F_\theta(X_i) = y_i) \right)
\]

\[
NS = \sum_{i=1}^{n} \text{count}(F_\theta(X_i) = y_i)
\]

**Confidence Deviation (CD)** (Formula (4)) is the standard deviation (std\((\cdot)\)) of the classification confidence of the correctly classified samples. Small deviations imply stable classification performance.

\[
CD(P_\theta, \hat{X}) = \text{std}_{i}(P_\theta(X_i, y_i)) \quad \text{s.t.} \quad F_\theta(X_i) = y_i
\]

**Confidence Deviation Across Classes (CDAC)** measures the degree of imbalance across prediction classes, since multinomial classification tends to suffer from imbalanced datasets, e.g., minority classes. If the trained model is tuned for majority classes, then it may not give fair prediction results for the minority classes [24]. The CDAC metric assesses the fairness of the trained DNN by measuring the standard deviation among the average confidence for each class \( i \), denoted by \( AC_i \), and it is defined as Formula (5):

\[
CDAC(P_\theta, \hat{X}) = \text{std}_{i}(AC_i)
\]

\[
AC_i = \frac{\sum_{j=1}^{n} P_\theta(X_j) \cdot \text{count}(F_\theta(X_j) = y_j = i)}{\sum_{j=1}^{n} \text{count}(F_\theta(X_j) = y_j = i)}
\]
Cost and Robustness. Two metrics measure the cost of tuning LRs, and one metric measures the robustness of LRs. (1) #Parameters (#Param): It is a metric that indirectly reflects the cost of tuning LR parameters to find a good LR policy. Recall Table I the list of the #Param for each LR function is about 3~4 except NSTEP, which is \( n + 2 \). Table VII to IX show that the good NSTEP policies have only 2 to 5 steps. (2) #Iterations at the Highest Top-1 Accuracy: It indicates at which iteration the highest accuracy is achieved. Our experiments show that the highest accuracy can be achieved often before the training reaches the predefined (default) total #iterations. For a total of \( L \) training iterations, we calculate the accuracy every \( R \) \( (R << L) \) iterations and use the highest accuracy as the measurement result. (3) Loss Difference (LD): It is a good indicator of the robustness against over-fitting. Over-fitting means that the trained model over-fits to the training dataset, and may result in low loss on the training dataset \( (\text{train\_loss}) \) but high loss on the testing dataset \( (\text{test\_loss}) \), leading to low accuracy. The Loss Difference (LD) between the test\_loss and train\_loss measures the impact of a specific LR policy to combat over-fitting, which is defined as Formula (6).

\[
LD = \text{test\_loss} - \text{train\_loss}
\] (6)

Fig. 2. Architecture of LRBench

IV. LRBench

LRBench is an LR benchmarking system that provides automated or semi-automated tuning and optimization for finding and selecting a good LR policy when DNN developers or end-users have chosen the dataset and the DNN model for training. LRBench consists of four main functional components as shown in Figure 2: (1) The LR schedule monitor tracks the number of iterations and triggers the LR value update when the update schedule is met. (2) The LR policy evaluator estimates the good LR value range, the step size for LR update schedule, and other utility parameters for evaluating, comparing LR policies and dynamically tuning LR values. (3) The LR policy ranking algorithm will select those top \( N \) ranked LR policies based on the empirical measurement results for specified utility, cost and robustness metrics. (4) The LR database, implemented with PostgreSQL, stores the empirical LR policy tuning results organized based on the specific deep learning framework used, the specific neural network model chosen from the DNN library, the learning task type (such as classification of \( M \) tasks, \( M \) can be 2, 10, 100, 1000), and the specific dataset used for training, such as MNIST, CIFAR-10, CIFAR-100, and ImageNet.

How to use LRBench? LRBench is designed with modularity and flexibility for ease of use. We implemented each component of LRBench as an independent module. For example, the LR module implements all LR functions while the LR policy database module handles all database related operations. On the one hand, users may use a single module, such as the LR module to obtain the LR values and apply those values to different DL frameworks. It will avoid the cost for modifying the DL framework dependent modules, such as the monitor module. On the other hand, users can also orchestrate all the components of LRBench and specify the specific tuning process to benefit from the full functionality of efficient LR tuning. LRBench will tune the settings of the LR policy database module handles all database related operations. On the one hand, users may use a single module, such as the LR module to obtain the LR values and apply those values to different DL frameworks. It will avoid the cost for modifying the DL framework dependent modules, such as the monitor module. On the other hand, users can also orchestrate all the components of LRBench and specify the specific tuning process to benefit from the full functionality of efficient LR tuning. This design facilitates the wide applicability and easy extendibility of LRBench. In addition, the LR policy database will be provided as a public platform for end-users to collect and share a rich set of experimental results and benefit from it. Besides, in order to enable reproducibility of our experimental results, the datasets and the source codes used for this study are made available on GitHub (https://github.com/git-disl/LRBench).

Given a new learning task on a new dataset and a neural network model used for model training, LRBench will first search its LR policy database, if the related records are found, such as the training results on the same or a similar dataset or neural network, LRBench will use the stored LR ranges as a starting point. Otherwise, LRBench will perform an initial LR range test based on popular heuristics, such as scaling by 10, to determine the good LR ranges, and to reduce the search space significantly. Then based on different training goals, i.e., high accuracy or low cost, LRBench will tune the settings of a chosen LR function in finer granularity.

The first prototype of LRBench is implemented in Python on top of Caffe [19], [25]. We implement all 13 LR functions and 8 evaluation metrics. We have open sourced the LRBench on GitHub, which can be plugged into or extended for other open source deep learning frameworks, e.g., TensorFlow, Caffe, PyTorch, Keras.

Most LR functions involve two important sets of parameters: (1) the initial LR value or the minimum and maximum LR boundary values, and (2) the LR value update schedule. Given the large number of possible choices for choosing fixed or variable step sizes, we incorporate some practical heuristics. For example, most of DNN training uses mini-batches. The number of iterations for an epoch is calculated by dividing the total number of training samples by the batch size. CIFAR-10 has 50,000 training images. With the mini-batch size of 100, an epoch is 500 iterations (50,000/100). An easy way to set the LR update schedule is to use a multiple of the #Iterations per epoch, because training in one epoch allows the DNN to learn over the entire dataset once and a good DNN training usually requires to repeatedly train the model on the entire dataset multiple times.
V. EXPERIMENTAL RESULTS AND ANALYSIS

We conduct experiments using LRBench to show how the LR tuning is performed and the impact of datasets and DNN models on the utility, cost and robustness metrics of various LR policies. For each pair of the dataset and neural network, i.e., CIFAR-10 with CNN3, we only vary the default setting of LR value and keep the default settings of all other hyper-parameters (see Table II). MNIST consists of 70,000 gray-scale images of ten handwritten digits, each image is $28 \times 28$ in size with 60,000 images for training and the remaining 10,000 images for testing. CIFAR-10 consists of 60,000 colorfull images of 10 classes, each is $32 \times 32 \times 3$ in size. Similarly, for CIFAR-10, 50,000 images are used for training with the remaining 10,000 images for testing. Different neural networks prefer different default training parameters, even for the same dataset, CIFAR-10. Specifically, LeNet and CNN3 choose 100 as the batch size and SGD as the optimizer while ResNet-32 uses 128 and Nesterov instead. These three neural networks differ in their hyperparameters, their weight initialization algorithms and weight decay parameters, though they all set the momentum as 0.9 for gradient descent.

### TABLE II

<table>
<thead>
<tr>
<th>Framework</th>
<th>Caffe+LRBench</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dataset</td>
<td>MNIST, CIFAR-10</td>
</tr>
<tr>
<td>Neural Network</td>
<td>LeNet, CNN3, ResNet-32</td>
</tr>
<tr>
<td>#Training Samples</td>
<td>60,000, 50,000</td>
</tr>
<tr>
<td>#Testing Samples</td>
<td>10,000, 10,000</td>
</tr>
<tr>
<td>#Max Iterations</td>
<td>10,000, 70,000, 64,000</td>
</tr>
<tr>
<td>Batch Size</td>
<td>100, 100, 128</td>
</tr>
<tr>
<td>Optimizer</td>
<td>SGD, SGD, Nesterov</td>
</tr>
<tr>
<td>Weight Initialization</td>
<td>xavier [26], gaussian, MSRA [5]</td>
</tr>
<tr>
<td>Weight Decay</td>
<td>0.0005, 0.004, 0.0001</td>
</tr>
<tr>
<td>Momentum</td>
<td>0.9, 0.9, 0.9</td>
</tr>
</tbody>
</table>

All experiments are conducted on an Intel Xeon E5-1620 server with one Nvidia GeForce GTX 1080 Ti (11GB) GPU, installed with Ubuntu 16.04 LTS, CUDA 8.0 and cuDNN 6.0.

A. LR Refinement Value Range ($k_0, k_1$)

$k_0$, $k_1$ represent the learning rate range and an LR policy starts from $k_0$. If $k_0 = k_1$, it is the fixed learning rate (FIX). For triangle and sin based CLRs ($k_0 < k_1$), each cycle starts with the minimum value ($k_0$), and first increases at each iteration to follow the respective $g(t)$ (as shown in Table I) until it reaches the maximum bound ($k_1$), then the LR value starts to decrease until it drops to the minimum bound ($k_0$). The next cyclic schedule starts to repeat until the training stop condition is reached, e.g., the pre-defined total number of iterations is completed or a pre-defined accuracy threshold is met. For the cosine CLR ($k_0 > k_1$), it starts with the maximum value ($k_0$) and decays the initial value to the minimum value ($k_1$) in the first half cycle and then increases the LR value to the maximum bound to complete one cycle.

### Fig. 3. Acc/Error with Varying $k_0$ (FIX, CIFAR-10, CNN3)

**FIX.** For the fixed learning rate, a common practice is to start with a value that is not too small, e.g., 0.1, and then exponentially lower it to get the smaller constant values, such as 0.01, 0.001, 0.0001. Figure 3 shows the results of the set of experiments by varying the fixed LR values in a base-10 log scale (x-axis) for CNN3 training on CIFAR-10. The three black vertical dashed lines represent $k_0 = 0.001, 0.01$ and 0.1, while the two red vertical dashed lines represent $k_0 = 0.0005$ and 0.006, and different colors of curve lines correspond to the accuracy measurements at different #epochs. Figure 3 also shows the test accuracy (y-axis) and Figure 3 measures the test error (y-axis). We observe that the proper LR ranges for CIFAR-10 is [0.0005, 0.006]. From Figure 3a, the accuracy decreases much faster after $k_0 = 0.006$, thus it is good to set the maximum LR around 0.006. Similarly, by zooming into [0.00005, 0.01] with Figure 3b and 3c we can see more clearly that small LRs also achieved decent accuracy, such as $k_0 = 0.0005$ (the leftmost red vertical dashed lines), showing [0.0005, 0.006] is a good LR range for CNN3 on CIFAR-10. This also provides a good explanation of the default constant LR value of 0.001 in Caffe (CNN3) for CIFAR-10. To further validate our LR range selection method, we use the fixed LR=0.01 for CNN3 training on CIFAR-10, since 0.01 is larger than 0.001 and it is the default setting for LeNet on MNIST in Caffe. However, it achieved much lower accuracy (69.63%) than the accuracy of 78.62% with the constant LR of 0.001.

**Benefits of LRBench.** From Figure 3, we also observe and learn the benefits of using LRBench: (1) With five different #Epochs (five accuracy curves), the general trend of accuracy over different LR values shows similar patterns. This indicates
TABLE III
LRBench Recommendations of Good LR Policies for CIFAR-10 (ResNet-32)

<table>
<thead>
<tr>
<th>LR</th>
<th>$k_0$</th>
<th>#Iterations</th>
<th>Highest Acc (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FIX</td>
<td>0.1</td>
<td>61000</td>
<td>86.08</td>
</tr>
<tr>
<td></td>
<td>0.01</td>
<td>50000</td>
<td>85.41</td>
</tr>
<tr>
<td></td>
<td>0.001</td>
<td>48000</td>
<td>82.66</td>
</tr>
</tbody>
</table>

(b) STEP

<table>
<thead>
<tr>
<th>LR</th>
<th>$\gamma$</th>
<th>$l$</th>
<th>#Iterations</th>
<th>Highest Acc (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.1</td>
<td>0.85</td>
<td>1000</td>
<td>40000</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>0.85</td>
<td>5000</td>
<td>61000</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>0.85</td>
<td>10000</td>
<td>57000</td>
</tr>
</tbody>
</table>

(a) FIX

TABLE IV
ACC with Varying LR parameters (CIFAR-10, CNN3)

<table>
<thead>
<tr>
<th>LR</th>
<th>$k_0$</th>
<th>$k_1$</th>
<th>#Iterations</th>
<th>Highest Acc (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TRI2</td>
<td>0.00005</td>
<td>0.006</td>
<td>67000</td>
<td>80.36</td>
</tr>
<tr>
<td></td>
<td>0.0001</td>
<td>0.01</td>
<td>70000</td>
<td>80.78</td>
</tr>
<tr>
<td></td>
<td>0.0005</td>
<td>0.006</td>
<td>70000</td>
<td>80.70</td>
</tr>
<tr>
<td></td>
<td>0.00001</td>
<td>0.006</td>
<td>56500</td>
<td>80.59</td>
</tr>
<tr>
<td></td>
<td>0.00006</td>
<td>0.006</td>
<td>69750</td>
<td>80.31</td>
</tr>
<tr>
<td></td>
<td>0.00008</td>
<td>0.006</td>
<td>65250</td>
<td>80.50</td>
</tr>
<tr>
<td></td>
<td>0.00025</td>
<td>0.006</td>
<td>69500</td>
<td>80.41</td>
</tr>
<tr>
<td></td>
<td>0.00002</td>
<td>0.006</td>
<td>68750</td>
<td>80.35</td>
</tr>
<tr>
<td></td>
<td>0.0001</td>
<td>0.006</td>
<td>53250</td>
<td>80.29</td>
</tr>
</tbody>
</table>

(b) STEP

<table>
<thead>
<tr>
<th>LR</th>
<th>$\gamma$</th>
<th>$l$</th>
<th>#Iterations</th>
<th>Highest Acc (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.0001</td>
<td>0.85</td>
<td>1000</td>
<td>37750</td>
</tr>
<tr>
<td></td>
<td>0.0001</td>
<td>0.85</td>
<td>5000</td>
<td>64750</td>
</tr>
<tr>
<td></td>
<td>0.0001</td>
<td>0.85</td>
<td>10000</td>
<td>64750</td>
</tr>
<tr>
<td></td>
<td>0.0001</td>
<td>0.85</td>
<td>50000</td>
<td>64750</td>
</tr>
</tbody>
</table>

(a) Varying $k_0$ and $k_1$

that instead of manually performing trials and errors, LRBench can automate the LR policy selection process by only comparing a range of LR values for a few different #Epochs instead of enumerating large number of possibilities over the default total #iterations (Caffe default for CIFAR-10 is 140 epochs or 70,000 iterations). (2) Similarly, LRBench can avoid bad LR policies through an automated benchmarking process, significantly reducing the management cost of manual trial-and-error operations. For example, by investigating the relationship between accuracy and the proper LR range, choosing the constant LR value from a good LR range will reduce the search space by 99.41% ((1−(0.0006−0.00005))×100%/1) for CIFAR-10 w.r.t. using the domain of [0, 1] as the search space for finding a good constant LR. (3) LRBench uses several heuristics learned from empirical observations. For example, although the domain of LR values is [0, 1], most of existing deep learning frameworks uses constant LR values from 0.1 to 0.0001. Thus, we could start the LR from a relatively large value, such as 0.1, and then reduce it by 10 each time until the persistent dropping of accuracy is observed. This heuristic can be a good guideline when a new DNN model is used to train on CIFAR-10, such as ResNet-32. Table IIIa shows the highest accuracy and the corresponding #Iterations for training the ResNet-32 on CIFAR-10 for the default 64,000 iterations. Since $k_0 = 0.1$ achieved the highest accuracy (86.08%), it is used as the initial LR value for CIFAR-10 on ResNet-32. We defer the discussion on Table IIIa to later.

Cyclic LR — TRI2. We next choose TRI2 to study the impact of $k_0$ and $k_1$. For TRI2, we have $k_0 < k_1$. Table IVa shows the results for CNN3 on CIFAR-10 with the highest accuracy and the associated #Iterations (cost) in bold. The top 10 ($N = 10$) results ordered by the highest accuracy are included. LRBench will first determine the search space for good value ranges of TRI2 by leveraging the good value range learned from FIX [0.0005, 0.006]. In general, a $k_0$ smaller than 0.0005 and a relatively larger $k_1$ will not miss high accuracy scenarios. For CNN3 on CIFAR-10, we achieve higher accuracy with $k_0 \in (0.00001, 0.001)$ and $k_1 \approx 0.006$ compared to the default of Caffe ($k_0 = 0.001$). This is because $k_0$ and $k_1$ play different roles and exhibit different characteristics during training. For TRI2, $k_1$ as the maximum LR value should be larger than the constant LR value for FIX (i.e., 0.001 for CNN3 on CIFAR-10). LRBench utilizes the good value range [0.0005, 0.006] from FIX to determine a reasonable upper bound choice, which could be 0.006 or 0.06 for example. On the other hand, given $k_0$ is the lower bound and minimum LR value and $LR_{TRI2} \geq k_0$ (recall Formula 2), a smaller $k_0$ than 0.0005 will help the model to converge and also not to miss high accuracy cases. Again, we could choose to start $k_0$ with 0.00005, reducing 0.0005 by 10, or 0.000005 reducing it by 10^2. For CNN3 on CIFAR-10, the LR range of [0.00005, 0.006] gives the highest accuracy of 80.86%, though the range of $k_0 = 0.0005, k_1 = 0.06$ is a good range for TRI2 as well, achieving accuracy of 80.78%, ranked the third in our experiments. This once again shows the benefit of using LRBench over manual tuning, because it can reduce the good LR policy search space significantly by learning from experience while using automation to alleviate the manual management cost of multiple trials. Finally, we would like to note that for a new learning task, say training ResNet-32 on CIFAR-10, Caffe does not provide any default LR policy. Using LRBench, we can first search for a good $k_0, k_1$ pair, by selecting a large $k_1$, such as 0.3, 0.6, 0.9, and a small $k_0$, such as 0.01, 0.001, 0.0001, scaled from the FIX LR value of 0.1 (recall Table IIIa). Table IV shows the results. With only a few trials, LRBench can identify a good range of $k_0=0.0001, k_1=0.9$ for TRI2, offering high accuracy of 91.87%.
B. LR Value Update Schedule ($l$)

For multi-step decaying LR functions, an LR policy needs to include an LR value update schedule ($l$), which specifies the number of times and each time at which specific $\#\text{Iterations}$ that the LR value should be updated. Based on the heuristic of using a multiple of #Epochs (recall the heuristic in Section IV), LRBench only needs to perform an empirical study on a small set of schedule choices to identify the top ranked LR policies. Note that given a dataset and a DNN model, if the FIX LR policy is already in the LRBench database, we can leverage it to set the initial LR value for a decaying LR function. Otherwise, we will employ the same process to first find a good FIX LR policy and set the initial LR value $k_0$. Thus, in this section, we focus our discussion on the LR value update schedule with STEP and NSTEP as our case studies.

**Fig. 4. STEP (CIFAR-10, CNN3)**

**STEP.** STEP is a decaying LR function that reduces the LR value periodically at a fixed step size $l$, defined by $\#\text{Iterations}$. Figure 4 and Table IV show the STEP experimental results with varying $l$ for CNN3 training on CIFAR-10 with the same initial $k_0 = 0.001$ and the same $\gamma = 0.85$. The three black vertical dashed lines represent $l = 1000, 5000$ and 10,000 respectively. We observe that (1) different settings of $l$ show small impact on accuracy for CNN3 training on CIFAR-10, compared to the impact of the value range of $k_0, k_1$, except a small peak for $l \in [1000, 10000]$ as Figure 4 shows. Therefore, we only show the accuracy measurements for $l \in [1000, 10000]$ on Table IV. The best accuracy is 80.08% when $l = 7000$, which is also chosen by LRBench for training CNN3 on CIFAR-10. (2) Given $l$ determines the $\#\text{Steps}$ ($= \lceil \#\text{Iterations}/l \rceil - 1$), a smaller step size $l$ implies more steps, i.e., more frequent reduction of the LR value, over the total default number of training iterations, and thus it may slow down the model training due to small LR values. Consider training 70,000 iterations for CNN3 on CIFAR-10 with step size $l = 1000$, the final LR will be $0.001 \times 0.1^{70000/1000-1}$, which is almost approaching 0. Hence, we argue that the STEP decaying LR policy should add a lower bound LR value $k_1$ in addition to $l$ to avoid this issue caused by a small step size for a training algorithm that requires large $\#\text{Iterations}$. (3) For training a new DNN model on CIFAR-10, say ResNet-32, LRBench can leverage the good $l$ schedules for CNN3 on CIFAR-10 as the starting $l$. Assume we use $l = 1000, 5000, 10000$, Table III shows that $l = 5000$ achieved the highest accuracy.

**Fig. 5. NSTEP (CIFAR-10, CNN3)**

**NSTEP.** NSTEP is a multi-step decaying LR function with variable step sizes, aiming to update the LR value when the test accuracy or loss fails to improve. Table VI shows the the highest Top-1 accuracy and the corresponding $\#\text{Iterations}$ for training CNN3 on CIFAR-10 over the entire default $\#\text{Iterations}$ with the default $k_0 = 0.001$. Given the third configuration achieved the highest accuracy of 81.76%, Figure 5 further shows the accuracy and loss measurement with $\gamma = 0.32$ and $l = [30000, 50000, 60000, 65000]$). We make two remarks. First, the LR value decay should be triggered at the appropriate time to facilitate model training. The four vertical dashed lines in Figure 5 show the loss and accuracy measurements when $l = [30000, 50000, 60000, 65000]$). Clearly at these four steps, either accuracy or loss is dropped, which is a good timing for triggering an LR value update using the corresponding decay function. Second, $\gamma$ and $l$ are correlated and should be adjusted accordingly. Given $l$ determines the $\#\text{Steps}$, a large number of steps will make the final LR smaller. For example, with $k_0 = 0.001$ as the starting point and $\gamma = 0.1$, the 4 steps of

<table>
<thead>
<tr>
<th>LR</th>
<th>$k_0$</th>
<th>$k_1$</th>
<th>$#\text{Iterations}$</th>
<th>Highest Acc (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TR12</td>
<td>0.0001</td>
<td>0.9</td>
<td>44000</td>
<td>91.87</td>
</tr>
<tr>
<td></td>
<td>0.0001</td>
<td>0.9</td>
<td>60000</td>
<td>91.61</td>
</tr>
<tr>
<td></td>
<td>0.0001</td>
<td>0.6</td>
<td>55000</td>
<td>91.45</td>
</tr>
<tr>
<td></td>
<td>0.0001</td>
<td>0.6</td>
<td>36000</td>
<td>91.43</td>
</tr>
<tr>
<td></td>
<td>0.0001</td>
<td>0.5</td>
<td>32000</td>
<td>90.59</td>
</tr>
<tr>
<td></td>
<td>0.0001</td>
<td>0.3</td>
<td>31000</td>
<td>90.58</td>
</tr>
</tbody>
</table>
update will result in LR=0.000001 (0.001 × 0.1^4), which is again too small for training (the second configuration in Table VI). If we only use two steps by setting \( l = 60000, 65000 \), it will result in LR=0.00001 (0.001 × 0.1^2) for the last phase of the training. However, when we enlarge \( \gamma \) to 0.32, the 4 steps of update will result in 0.00001 (0.001 × 0.32^2) which is the same for the 2 step case with \( \gamma = 0.1 \), not too small for the last training phase. This also explains that the 4 steps with \( \gamma = 0.32 \) (the third configuration in Table VI) achieved the highest accuracy.

C. Evaluating LR Policies: Utility, Cost and Robustness

We study the impact of our proposed metrics on selecting good LR policies for training LeNet on MNIST, CNN3 and ResNet-32 on CIFAR-10. Tables VII, VIII and IX show the results. We marked the source of the LR parameters as Default when it is the same as those recommended by Caffe, or existing studies [5], [22] or LRBench and we primarily show the top LR policies recommended by LRBench. For Top-1 accuracy, we use the averaged values from 5 repeated experiments with the mean±stdev. In general, LRBench is able to identify good LR policies efficiently and can improve the accuracy compared to that of the default LR policy with lower training cost.

**MNIST (LeNet).** Table VII shows the experimental results on Caffe with 10,000 iterations as the default. We make three observations.

First, LRBench successfully identified SIN2 as the winner for the highest accuracy with the lowest cost. Compared to the default LR policies by Caffe (NSTEP and INV), SIN2 improved the accuracy significantly to 99.33% by 0.21% and 0.24% with much lower cost, that is 4,000 iterations for SIN2, reducing the cost by more than half, comparing to 10,000 iterations for NSETP and 8,000 iterations for INV.

Second, the 7 CLRs recommended by LRBench produce higher accuracy with Top-1 (99.27%~99.33%), lower CD (confidence deviation), and lower CDAC (confidence deviation across classes). In particular, the loss difference (LD) for CLRs is lower than decaying LRs, demonstrating their good resistance to over-fitting. Moreover, CLRs achieve the higher accuracy with fewer iterations, thus lower cost. To achieve the accuracy of over 99.27%, TRI, TRI2, TRIEXP, SIN, SIN2 and SINEXP only takes 4000 iterations, while the Caffe default LRs (NSTEP, INV) fail to achieve such high accuracy even after over 8000 iterations.

Third, the proposed metrics provide a comprehensive comparison of various LR policies in addition to the accuracy measurement. For example, these experiments show that TRI, TRI2, TRIEXP, SIN, SIN2 and SINEXP only takes 4000 iterations, while the Caffe default LRs (NSTEP, INV) fail to achieve such high accuracy even after over 8000 iterations.
reduced cost of only half of the default training time in Caffe.

**CIFAR-10 (CNN3)**. Table [VIII] shows the experimental results with Caffe and its default total training of 70,000 iterations. We make three interesting observations.

*First*, in addition to the NSTEP with accuracy 81.61% as the Caffe default LR, LRBench successfully identified another 4 LR policies: SINEXP (LRBench, 82.16%), TRIEXP (LRBench, 81.92%), SIN (LRBench, 81.76%) and TRI (LRBench, 81.75%). SINEXP (LRBench) significantly improves the accuracy by 0.55% with a training cost reduction of 10,250 iterations (14.6% of the default 70,000 iterations), compared to the Caffe default NSTEP. In addition, the ACs of the top 5 accuracy LR policies (NSTEP and the four LRs identified by LRBench) are in the close range of 0.8632~0.8695, higher than other LRs, indicating better classification confidence.

*Second*, using other metrics in LRBench, we also show that the CDs (confidence deviations) of SINEXP, TRIEXP, SIN and TRI (0.1723~0.1840) are higher than NSTEP (0.1713). This shows that even though SINEXP, TRIEXP, SIN and TRI achieved higher accuracy of 81.75%~82.16%, their classification confidence stability is slightly lower than NSTEP (81.61% accuracy).

*Third*, we show that LRBench can be useful for improving the default or recommended LR settings in the literature. For instance, the settings of CLR chosen by LRBench show remarkable advantages over the default triangle based CLRs recommended by Smith in his original paper [22]. TRI, TRI2 and TRIEXP chosen by LRBench all outperform the corresponding CLRs recommended in [22] w.r.t. Top-1 and Top-5 accuracy and loss difference (LD), showing higher utility and better resistance to over-fitting. In short, CLRs chosen by LRBench show significant performance improvement over the Caffe default NSTEP and the default triangle based CLRs in [22].

**CIFAR-10 (ResNet-32)**. ResNet is known to achieve over 90.00% accuracy on CIFAR-10, a significant improvement over Caffe’s CNN3. Table [IX] shows the results of the two best LR policies identified by LRBench. We observe that TRIEXP and SINEXP offer higher Top-1 and Top-5 accuracy and lower LD, CD and CDAC compared to the default chosen by the ResNet original paper in [5]. For Top-1 accuracy, SINEXP achieved 92.81% compared to the accuracy of 92.38% by the default LR in ResNet-32 according to [5].

We have reported a set of experiments to demonstrate that a good LR policy often depends on dataset and DNN model specific characteristics. LRBench is practical, helpful and can effectively identify good LR policies, prune out bad policies, reduce the manual management cost of choosing good LR policies, evaluating the default LR policy, avoiding bad LR policies, and consequently, increasing the efficiency and the overall performance of a DNN framework like Caffe.

VI. RELATED WORK

Although the learning rate (LR) is widely recognized as an important hyper-parameter for training neural networks to achieve high test accuracy [21], [22], [27], [28], there are few studies to date dedicated to this topic. Recently, [22] proposed the triangle cyclic learning rates of three forms: TRI, TRI2, and TRIEXP. A subsequent work [21] further shows that large learning rate values for CLRs can accelerate neural network training, referred to as super-convergence. Another research effort [27] studies the effect of tuning the batch size hyper-parameter together with the learning rate, and suggests adjusting learning rates as a function of the batch size. To the best of our knowledge, our work is the first to present a comprehensive characterization of over a dozen (13) learning rate functions and the role of setting various parameters in a LR function on training and testing accuracy of the DNN models, such as the range parameters, the step parameters, and the value update parameters. To provide fair comparison of different LR functions and different settings of one LR function (we call them LR policies), we also proposed a set of LR measurement metrics in terms of utility, cost and robustness. Furthermore, we design and implement a LR benchmarking tool, LRBench, to help practitioners to systematically evaluate different LR policies and efficiently identify a good LR policy that best fits their DNN training objectives.

Another related research theme is the hyper-parameter search for finding the optimal setting, which is an active research field in the last decade. Existing hyperparameter search tools, such as Hyperopt [29], SMAC [30], and Optuna [31], use classical and general hyper-parameter search algorithms, e.g., grid search, random search and Bayesian optimization, which can be costly due to the exhaustive search. LRBench is proposed to reduce the cost of hyper-parameter search by limiting or avoiding exhaustive LR search. For instance, by storing empirical LR tuning results, LRBench will recommend good LR policies for a learning task based on the stored metadata and knowledge on the past tuning experience. This may include the similarity metrics to a known dataset, a DNN model, and/or a learning task, combined with the ranking score of existing LR policies for a given DNN and training dataset. For instance, the good LR policies for training CIRFAR-10 could be recommended to a similar color image dataset of 10 labeled classes using a similar DNN model. This enables LRBench to serve as a general reference platform for tuning LR functions to find good LR policies and for sharing these training experience and good LR policies from past users to facilitate LR tuning on new datasets and/or new DNN models.

VII. CONCLUSION

We have presented a systematic approach for tuning LRs with three unique contributions. First, we provide a comprehensive characterization of 13 existing LR functions and their related LR policies by finding good LR value parameters, LR range parameters and LR epoch-based update schedules. Second, we proposed a set of metrics for evaluating and comparing different LR policies in terms of utility, cost and robustness. We show that these metrics can help users and DNN developers to evaluate the different LR policies and recommendations and find the LR policy that can best
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